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(nominally 2.5 m s−1) and initial ice albedo
(nominally 0.4), which we darkened linearly to
background levels by Ls 171°. Varying all pa-
rameters within reasonable ranges yielded total
sublimations of 0.3 to 6.5 mm, with our nominal
case yielding 1.7 mm. Purposefully conservative
choices in environmental and physical parame-
ters make this sublimated thickness a robust
lower limit (see SOM).

Our estimate of sublimation at site 1 while
this ice is fading to background brightness im-
plies clean ice. Experiments indicate that as little
as 17 mm of dust masks bright white material at
wavelengths of HiRISE’s blue-green filter (16, 22).
Fading caused by a sublimation lag of dust-sized
particles thus implies a debris concentration of
only 1% (an upper limit because the sublimation
estimate is conservative). The surrounding dark
areas (regions blown clear of dust) brighten
toward the level of adjacent undisturbed terrain,

indicating that atmospheric dust is settling out on
the surface. This implies that some of the fading
of the ice is caused by this dust fallout rather than
by a sublimation lag. Hence, the ice’s dust
content may be even lower than discussed above.
Similarly, if some darkening were caused by ice-
grain growth via thermal metamorphism (23),
then the ice would be even cleaner than derived.
Aeolian removal of dust could counter dar-
kening, causing an underestimate of dust con-
tent. This is unlikely because brightening of the
dark areas indicates dust accumulation. Ice ex-
posed at site 1 is not pore-filling ice, but is
relatively pure, at least in the uppermost milli-
meters. Sites 2, 4, and 5 are at similar latitude and
fade at similar rates (fig. S2), implying that this
ice is similarly pure. Site 3 (at higher latitude) is
fading and shrinking at a slower rate, as expected.
It is unlikely that these small impacts can clean
ground ice by melting, because melt should easi-

ly drain through the ejecta blanket or heavily
fractured crater floor.

These craters formed near the abrupt transi-
tion from where ground ice is expected to be
stable to where it is not (Fig. 1). Here, the ex-
pected depth to ice in models is very sensitive to
latitude (fig. S4), and its presence in these shallow
craters provides a strong test of these models.
Results of models using 20 pr-mm of atmospheric
water vapor (9) agree very well (Table 1) with
our data (whereas ground ice at these sites is not
expected with 10 pr-mm). Two craters at site
1 appear to have exposed the top of the ice table,
and their depths coincide closely with the ex-
pected ice-table depth. Sites 2 to 5 have crater
depths exceeding the model-predicted depth to
ground ice; excavation of ice here is consistent
with model results (depth could not be measured
for site 3; however, 8-m craters excavate >12 cm).
The Phoenix lander encountered both ice-
cemented soil and clean ice at 68°N, 234°E (24)
at depths close to model predictions (25). Viking
Lander 2 (Fig. 1) dug trenches ~15 cm deep at
48°N (26) and did not discover ice (the model
predicts ice at 24 cm). Given our observations, it
is likely that ice exists here slightly deeper than
excavated to in the 1970s.

The highest-latitude ice-free craters could
place an upper limit on the long-term average of
atmospheric water vapor. Six new craters pole-
ward of 30°N (and at lower latitudes than sites
1 to 5) that do not show evidence of this bright
ice are known (table S1). However, ice at site
1 became unrecognizable within months, and all
these craters may be up to years old, so their cur-
rent ice-free appearance may not indicate a lack
of the clean ice layer at these locations (further
discussion in the SOM).

The origin of this clean ice is not obvious. It
can be removed by diffusion to the atmosphere,
but diffusion of vapor into the regolith creates
only pore-filling ice. Burial of dusty snow (27)
deposited during high obliquities (perhaps as
recently as ~400,000 years ago when obliquity
was 30°) has been suggested, yet simulations
(4, 28, 29) indicate that buried ice at this latitude
is efficiently removed during low-obliquity pe-

Fig. 2. HiRISE false-
color data (see Table
1 for image details)
showing sublimation of
icy material at site 1.
Panels are 75 m across.
Images here and in Fig. 3
have north at the top
and are illuminated from
the lower left. Plot shows
the brightness evolution
of the lower-right icy
patch (solid) and dark
impact zone (dashed) in
each HiRISE filter scaled
by the brightness of the surrounding undisturbed terrain (to remove incidence angle and first-order atmospheric effects). Vertical lines show observation dates. Blue-
green and near-infrared bands at Ls 126° were summed 4 × 4.

Fig. 3. HiRISE false-color data of
sites 2 to 5 (see Table 1 for image
details). Left panels are 35m across;
gridlines at site 3 show the scale
(18 m) (but not location) of CRISM
pixels. CRISM spectrum at lower
right with water ice absorption
bands indicated is an average of
four adjacent pixels in observation
FRT0000D2F7.
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sublimations of 0.3 to 6.5 mm, with our nominal
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choices in environmental and physical parame-
ters make this sublimated thickness a robust
lower limit (see SOM).
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plies clean ice. Experiments indicate that as little
as 17 mm of dust masks bright white material at
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particles thus implies a debris concentration of
only 1% (an upper limit because the sublimation
estimate is conservative). The surrounding dark
areas (regions blown clear of dust) brighten
toward the level of adjacent undisturbed terrain,

indicating that atmospheric dust is settling out on
the surface. This implies that some of the fading
of the ice is caused by this dust fallout rather than
by a sublimation lag. Hence, the ice’s dust
content may be even lower than discussed above.
Similarly, if some darkening were caused by ice-
grain growth via thermal metamorphism (23),
then the ice would be even cleaner than derived.
Aeolian removal of dust could counter dar-
kening, causing an underestimate of dust con-
tent. This is unlikely because brightening of the
dark areas indicates dust accumulation. Ice ex-
posed at site 1 is not pore-filling ice, but is
relatively pure, at least in the uppermost milli-
meters. Sites 2, 4, and 5 are at similar latitude and
fade at similar rates (fig. S2), implying that this
ice is similarly pure. Site 3 (at higher latitude) is
fading and shrinking at a slower rate, as expected.
It is unlikely that these small impacts can clean
ground ice by melting, because melt should easi-

ly drain through the ejecta blanket or heavily
fractured crater floor.

These craters formed near the abrupt transi-
tion from where ground ice is expected to be
stable to where it is not (Fig. 1). Here, the ex-
pected depth to ice in models is very sensitive to
latitude (fig. S4), and its presence in these shallow
craters provides a strong test of these models.
Results of models using 20 pr-mm of atmospheric
water vapor (9) agree very well (Table 1) with
our data (whereas ground ice at these sites is not
expected with 10 pr-mm). Two craters at site
1 appear to have exposed the top of the ice table,
and their depths coincide closely with the ex-
pected ice-table depth. Sites 2 to 5 have crater
depths exceeding the model-predicted depth to
ground ice; excavation of ice here is consistent
with model results (depth could not be measured
for site 3; however, 8-m craters excavate >12 cm).
The Phoenix lander encountered both ice-
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at depths close to model predictions (25). Viking
Lander 2 (Fig. 1) dug trenches ~15 cm deep at
48°N (26) and did not discover ice (the model
predicts ice at 24 cm). Given our observations, it
is likely that ice exists here slightly deeper than
excavated to in the 1970s.

The highest-latitude ice-free craters could
place an upper limit on the long-term average of
atmospheric water vapor. Six new craters pole-
ward of 30°N (and at lower latitudes than sites
1 to 5) that do not show evidence of this bright
ice are known (table S1). However, ice at site
1 became unrecognizable within months, and all
these craters may be up to years old, so their cur-
rent ice-free appearance may not indicate a lack
of the clean ice layer at these locations (further
discussion in the SOM).

The origin of this clean ice is not obvious. It
can be removed by diffusion to the atmosphere,
but diffusion of vapor into the regolith creates
only pore-filling ice. Burial of dusty snow (27)
deposited during high obliquities (perhaps as
recently as ~400,000 years ago when obliquity
was 30°) has been suggested, yet simulations
(4, 28, 29) indicate that buried ice at this latitude
is efficiently removed during low-obliquity pe-
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”Latitude dependence of Martian pedestal craters: Evidence for a 
sublimation-driven formation mechanism”, Kadish et al., JGR

the shockwave and thermal pulse, allowing for generally
larger pedestals. The data point in the 35 to 40!N bin
in Figure 8 includes pedestal craters from 30 to 40!N
because so few were present between 30 and 35!N. Even
with the lumping of data, these points represent only 24
craters, and thus their deviation from the noted trends is
likely due to the statistics of small numbers.
[12] Comparisons of pedestal crater attributes (Figure 9)

show a number of interesting results, most notably that the
measured characteristics may be largely independent of
each other. Pedestal craters tend to have small diameters

and low G values. However, examination of the extremes
for each attribute shows that pedestal craters can have very
low G values even with large diameters. Conversely, ped-
estal craters with small diameters can have high G values. In
addition, pedestal craters in the Medusae Fossae Formation
can have both high G values and large diameters. Compar-
ing P/C ratio to crater diameter, a similar trend is observed.
Pedestal craters usually have low P/C ratios and diameters,
but in some instances have large diameters with low P/C
ratios, and high P/C ratios with small diameters. Some
examples also have large diameters and high P/C ratios. In

Figure 5. Examples of typical pedestal craters shown in THEMIS VIS data with MOLA altimetry data.
Each image has a MOLA track consisting of the shot data, corresponding to a topographic profile seen in
Figure 6. These small craters are roughly circular in planform and have crater diameters <2.5 km. The
pedestals have relatively smooth, flat tops with well-defined marginal scarps. (a) A subscene of
V21963008 (58.6!N, 110.7!E). (b) A subscene of V13575007 (41.6!N, 153.4!E). (c) A subscene of
V18359003 (56.9!S, 43.7!E). (d) A subscene of V19230010 (55.8!N, 107.4!E).
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other words, regression analyses on these data show low
R2 values, suggesting that there are no statistically significant
trends. When G values are compared to P/C ratios, a slightly
positive correlation is observed, with higher P/C ratios
corresponding to higher G values. This may suggest that
larger pedestals (not necessarily larger crater diameters)
may not be homogeneously armored, especially near the
distal edge of the pedestal, or that larger pedestals are more
prone to differential erosion, resulting in asymmetrical
pedestal degradation.

4.2. Climate Models and Odyssey GRS
Experiment Data

[13] The strong latitude-dependent distribution of ped-
estal craters suggests a correlation between pedestal cra-
ters and the history of climate on Mars. Although the
various Martian climate models do not agree precisely on
certain climatic details (e.g., ice accumulation rates), a
broad consensus does exist in many areas. The common
conclusion is that, during periods of high obliquity (>35!),
increased insolation to the polar regions during the sum-
mer removes volatiles from the polar caps and deposits
them at lower latitudes either via precipitation or vapor

diffusion into the regolith [e.g., Forget et al., 1999; Jakosky
et al., 1995; Richardson and Wilson, 2002; Haberle et al.,
2003; Mischna et al., 2003; Mellon et al., 2004]. The
atmospheric humidity increases, and the latitude at which
surface ice is stable moves toward the equator. During
periods of low obliquity, this latitudinal limit is usually
around 60!, but at higher obliquities, the ice stability zone
moves to !30!. Most models predict increased wind
strength during the higher obliquity eras as well, raising
the atmospheric dust content. This dust is incorporated into
the ice, potentially yielding fine-grained, ice-rich deposits
between 30! and 60! latitude in both hemispheres [Head et
al., 2003; Jakosky et al., 1995; Laskar et al., 2004]. When
the obliquity decreases, the atmosphere dries and the
middle-latitude ice-rich layer desiccates. The sublimated
ice eventually returns to the poles, leaving behind an ice-
poor regolith, although the generally short durations of
periods of low obliquity combined with the development of
sublimation lags are not likely to result in complete removal
of the ice from the middle latitudes [Head et al., 2003;
Mellon et al., 1997; Touma and Wisdom, 1993]. This move-
ment of ice from the polar regions to the middle latitudes
and tropics is expected to operate on time scales of 105–

Figure 6. The topographic profiles for the pedestal craters shown in Figure 5, with visible data points
corresponding to the MOLA shot data. Vertical exaggerations for each of the profiles are (a) 65X, (b) 55X,
(c) 50X, and (d) 47X. Pedestal heights vary from !50 to 75 m. Pedestal surfaces are extremely flat, with
slopes generally <1!, and pedestal scarps have slopes of <5!. In all cases, the crater cavity is entirely above
the elevation of the surrounding plains. In some cases (Figures 6a and 6d), infilling of the crater bowl or
lowering of the pedestal surface causes the crater floor to be above the height of most of the surrounding
pedestal as well.
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lower temperatures from the thermal pulse, we expect
regions at the farthest extent of the pedestal to be weakly
armored.
[47] 4. During return to low obliquity, climate change

causes volatiles to sublimate from the unarmored intercrater

terrain. The loss of volume lowers the elevation of the
surrounding substrate, yielding a symmetrical, circular scarp
at the edge of the armored crater. It is important to note that
this process does not require eolian deflation which, due
to predominant wind directions, would tend to reduce the

Figure 17. A schematic diagram showing the key steps in our conceptual model for the formation of
pedestal craters. This sublimation-driven process is as follows: In step 1, an impact occurs into a volatile-
rich deposit, overlying a fragmental silicate regolith. In step 2, the impact distributes ejecta and triggers
an atmospheric blast followed by a high-temperature thermal pulse, desiccating and indurating the surface
proximal to the impact. Step 3 shows that the extent of the armored material reaches beyond the margins
of the ejecta deposit. In step 4, volatiles sublimate from the unarmored intercrater terrain during return to
lower obliquity, lowering the elevation of the surrounding terrain, producing a scarp at the edge of the
armored crater. Armoring inhibits sublimation from beneath the pedestal surface, resulting in a typical
pedestal crater. In step 5, the scarps of taller pedestal craters, where the armoring has tapered off, receive
enhanced insolation. Volatiles underlying the pedestal sublimate through the scarp at a faster rate than
through the armored surface. In step 6, preferential sublimation of ice from the scarp produces marginal
pits.
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“One-handred-km-scale basins on Enceladus: Evidence for an active 
ice shell”, Schenk and McKinnon, GRL

rocky core surrounded by an icy mantle !80-to-100-km
thick [Schubert et al., 2007; Barr and McKinnon, 2007].
The small size and low surface gravity of Enceladus allow
for potentially large variations in core topography and thus
geoid shape at the satellite surface (the geoid goes as 1/g,
where g is surface gravity [0.11 m s"2 for Enceladus], so the
hydrostatic surface deflection for a given mass anomaly is
100# that on the Earth). However, the limited horizontal
scale of the Enceladus basins requires uncompensated mass
anomalies much closer to the surface than any plausible
rocky core (see Auxiliary Material). In this case, though, the
magnitudes of the required mass anomalies are too large to
be plausible within an icy shell, so we reject geoid variation
as an explanation.

3.2. Dynamic Topography

[7] If the south polar terrain is related to upwelling, as in
some models [McKinnon and Barr, 2007; Barr, 2008; Tobie
et al., 2008], then downwelling probably occurs elsewhere.
Convection in the ice shell driven by internal heating or ocean
cooling is possible for Enceladus [Barr andMcKinnon, 2007;
Roberts and Nimmo, 2008]. Following Barr and McKinnon
[2007], a thermal anomaly of amplitude dT acting over a

vertical length scale h in Enceladus’ ice shell gives rise to a
thermal buoyancy stress

szz $ rgadTh ¼ 5
dT
10K

! "

h

25 km

! "

kPa; ð1Þ

where r and a are the density and volume thermal
expansion coefficient of ice, respectively, and !10 K is
the rheological temperature scale (over which the viscosity
varies by e) for diffusion creep. Even for an $25 K
variation across the entire upper convective thermal
boundary layer (see scaling of Solomatov and Moresi
[2000]), (negative) buoyancy stresses within Enceladus are

Figure 1. Partial global stereo-derived DEM of Enceladus. Dark is low and bright is high elevation, blank unmapped.
Dynamic range of topography shown is 2 km. Curved black outline shows extent of older cratered terrains. Heavy lines
show locations of profiles in Figure 2. White letters are basins listed in Table 1, south polar depression is the darker grey
zone south of $60!S. Global cylindrical map projection centered on 0!N, 180!W.

Table 1. Topographic Depressions on Enceladus

Basin Latitude Longitude Width (km) Depth (km)

A 15!S 155!W 140 # 175 1.5
B 15!N 225!W $100 0.8–1
C 30!N 190!W $90 $1
D 28!N 300!W $140 $1
E 45!N 215!W $130 1.25
F 50!N 350!W $150 $1
SPD $90!S 0!W 300–350 0.4–0.8

Figure 2. Topographic profiles across one of the large
basins (A) shown in Figure 1.
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[1] To evaluate the residual porosity of small icy bodies, we performed compaction
experiments on ice-silica mixtures and studied the effects of silica content, temperature,
and compaction time scale on residual porosity. To simulate the compositions of real icy
bodies, we used ice-silica mixtures with different silica volume fractions (0–0.29). The
mixtures were compacted at a constant compression speed of 0.2 or 2.0 mm/min and the
temperature was set to !10!C or a lower temperature (from !55 to !67!C). For the
!10!C case, the mixtures were compressed to pressures of 30 MPa, while the lower
temperature measurements were compressed to 80 MPa. In both cases, the residual
porosity was found to be larger for higher silica fractions. At !10!C and 30 MPa, the
residual porosity varied from 0.01 to 0.14 for silica fractions of 0–0.29, whereas for the!55
to !67!C and 80 MPa case, the corresponding residual porosities were 2–10 times
larger. A two-layer model was proposed to calculate the compaction curves of ice-silica
mixtures from the curves of the corresponding pure materials. We estimated the residual
porosity of small icy bodies using this two-layer model. From our calculations, we expect
that icy bodies with diameters smaller than 700 km have residual porosity larger than
0.3 when the temperature is lower than !55!C.
Citation: Yasui, M., and M. Arakawa (2009), Compaction experiments on ice-silica particle mixtures: Implication for residual
porosity of small icy bodies, J. Geophys. Res., 114, E09004, doi:10.1029/2009JE003374.

1. Introduction

[2] Recent ground-based and spacecraft observations
have revealed that icy bodies such as icy satellites, comets,
and Edgeworth-Kuiper Belt Objects (EKBOs) have differ-
ent densities ranging between 400 and 2000 kg/m3; the
density difference could be caused by not only their size-
related gravity but also their compositions. The sizes of the
comet nuclei were observed to be approximately 10 km, and
they were mainly composed of water ice. The densities of
these nuclei were found to be very low; density of the comet
9P/Tempel 1 nuclei was 600 ± 200 kg/m3, as estimated by
the Deep Impact mission [Weissman and Lowry, 2008]. The
densities of EKBOs were estimated from the results of
astronomical observations, and we found that some EKBOs
had densities lower than that of water ice [Dotto et al.,
2008; Sheppard et al., 2008]. Therefore, we speculate that
EKBOs are highly porous bodies. Furthermore, the obser-
vations by the Cassini spacecraft showed that the densities
of small icy satellites having diameters smaller than 1,000 km
roughly increased from 400 kg/m3 to 1,500 kg/m3 with
increasing size. However, some icy satellites with almost
same sizes have different densities; Dione and Tethys both
have a diameter of approximately 1,100 km, but their mean
densities are 1,480 and 970 kg/m3, respectively [Jacobson

et al., 2006]; this difference could be attributed to the
difference in their different evolution processes and/or their
compositions.
[3] There are two main factors that determine the mean

density of a small icy body: porosity and composition; it
should be noted that the icy bodies are mainly composed of
water ice and silicates, so the mean density increases with
increasing of the silicate content. The silicate content is a
very important factor in controlling the thermal evolution of
icy bodies because of the presence of radioactive elements
in the silicates. Therefore, it is important to derive the
silicate content of each icy body in order to describe their
thermal history. However, the observed mean density is not
sufficient to deduce the silicate content, because the mean
density varies with porosity as well. Therefore, we need to
determine not only the silicate content but also the mean
porosity of each icy body.
[4] It is thought that small icy bodies did not have the

required heat sources such as gravitational energy and short-
lived radioactive elements to melt the water ice during early
thermal evolution [Ellsworth and Schubert, 1983]. Conse-
quently, it is expected that these bodies exhibited substantial
porosity at formation and that their porosity gradually
decreased during their evolution by compaction [McKinnon
et al., 2008]. The compaction of icy bodies is induced by
the internal pressure and the rate is temperature dependent.
Larger icy bodies can be compressed more easily and
exhibit lower porosity than smaller bodies at the same
temperature. Moreover, icy bodies with high internal tem-
perature could be compressed more readily than colder
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“Results from the Mars Phoenix Lander Robotic Arm experiment”, 
Arvidson et al., JGR

exposed !3 cm beneath a cover of crusty to cloddy soil
cover [Smith et al., 2009] (Figure 6). Further excavations
produced the 3 scoop wide Dodo-Goldilocks trench and a
more extensive icy soil substrate exposure. The evidence
that the uncovered surface consisted of icy soil was based
both on visual appearance (white to translucent) and spec-
tral reflectance that showed relatively blue material with a
downturn at 1 mm wavelength, consistent with water ice and
at most !1–2 weight percent of embedded soil [Smith et
al., 2009; Cull et al., 2008]. Material excavated from the
trench was dumped to the upper left of the excavation to
produce the Caterpillar dump pile (Figures 3–6). Many of
the soil clods broke apart during excavation or dumping,
producing a pile of relatively loose, fine-grained material at
an angle of repose of 37 ± 1!.
[10] The Dodo-Goldilocks trench is located on the south-

facing slope (!15! tilt) of the Humpty Dumpty polygon and
the icy soil exposure was near the far wall of the excavation.
Because of the slope of the trench, uneven surface, and
location of the icy soil exposure near the trench entry wall,
the RA Team judged that obtaining a sample of the icy soil
from that location would not be possible. Instead, the area
was monitored on a continuing basis to search for evidence
of sublimation loss of the icy soil. For example, centimeter-
scale fragments of the icy soil ripped from the main body
during RA operations disappeared by sublimation between
sols 20 and 24 [Smith et al., 2009]. No residuum remained,
again implying that the material is mainly ice, with only a
small amount of contaminating soil. This is also consistent
with the formation of a noticeable ‘‘divot’’ after !10 sols of
in-place ice sublimation losses. On sol 99, the Golden Key
soil sample was acquired from the soil exposed after the ice
sublimated and the sample was delivered to the OM for

microscopic imaging and AFM measurements (Goetz,
submitted manuscript, 2009). This material looked similar
to the sand and silt-sized soils acquired from other sites,
with more sand size grains thought to have been rounded
during aeolian saltation transport.

Figure 5. Color-coded topographic map showing excavations in the RAwork volume along with TECP
insertion locations (red dots) and names. Generated from SSI image data.

Figure 6. Color view acquired on sol 19 showing icy soil
in the Dodo-Goldilocks trench, together with the Caterpillar
dump site. Erosion scours from descent thruster exhaust are
also shown. SSI frame SS019RSL89705283_1280EL1MZ
(and exposures RA, RB, and RC for color).
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Figure 9. (left) The state of the Snow White trench and associated three dump piles (Croquet Ground)
on sol 45 after extensive RA operations to make the excavation three scoops in width (scoop is 8.5 cm
wide). The chatter marks are associated with pulling the titanium blade across the hard icy soil surface
encountered at !3–5 cm depth. The dark surface on the left portion of the trench is interpreted to be
newly exposed icy soil. Note the cloddy nature of the soil in the dump piles and the steep trench walls.
The horizontal brightness variations on the trench back wall are due to ISAD impressions and are not
indicators of soil layering. (right) The trench extended toward the Lander to make more room for rasping,
the effects of scraping (tungsten carbide blade) that leave dark striations, and two test rasp holes
excavated on sol 50 (acquired on sol 51). The imprints of the cleated surface that surrounds the rasp holes
is also evident. SSI images SS045IOF900218735_15030R2M1 (color includes exposures RC, RB, RA,
R1, and R8) and SS051IOF900727652_15BE0RCM1 (color exposures RB, RA, and R1).

Figure 10. Color view of Snow White and associated trenches on sol 72, 8 sols after a sample was
successfully delivered to the TEGA-0 from icy soil acquired from the array of 16 rasp holes evident in the
image and left to sublimate some of the icy component. Rosy Red sample sites are shown on the left and are
locations for samples of surface soil, down to !2.5 cm depth. The debris sitting on the end wall and upper
trench is a consequence of trying to use the titanium blade to cut a vertical wall to search for textural
variations in soil properties. SSI image SS072IOF902591122_182C0L2M1 (and exposure L1).
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“Data’s shameful neglect”, Nature

Data’s shameful neglect
Research cannot flourish if data are not preserved and made accessible. All concerned must act accordingly.

More and more often these days, a research project’s success is 
measured not just by the publications it produces, but also by 
the data it makes available to the wider community. Pioneer-

ing archives such as GenBank have demonstrated just how powerful 
such legacy data sets can be for generating new discoveries — espe-
cially when data are combined from many laboratories and analysed 
in ways that the original researchers could not have anticipated. 

All but a handful of disciplines still lack the technical, institutional 
and cultural frameworks required to support such open data access 
(see pages 168 and 171) — leading to a scandalous shortfall in the 
sharing of data by researchers (see page 160). This deficiency urgently 
needs to be addressed by funders, universities and the researchers 
themselves.

Research funding agencies need to recognize that preservation of 
and access to digital data are central to their mission, and need to 
be supported accordingly. Organizations in the United Kingdom, 
for instance, have made a good start. The Joint Information Systems 
Committee, established by the seven UK research councils in 1993, 
has made data-sharing a priority, and has helped to establish a Digital 
Curation Centre, headquartered at the University of Edinburgh, to be 
a national focus for research and development into data issues. Other 
European agencies have also pursued initiatives. 

The United States, by contrast, is playing catch-up. Since 2005, a 
29-member Interagency Working Group on Digital Data has been 
trying to get US funding agencies to develop plans for how they will 
support data archiving — and just as importantly, to develop policies 
on what data should and should not be preserved, and what excep-
tions should be made for reasons such as patient privacy. Some agen-
cies have taken the lead in doing so; many more are hanging back. 
They should all being moving forwards vigorously.

What is more, funding agencies and researchers alike must ensure 
that they support not only the hardware needed to store the data, but 

also the software that will help investigators to do this. One impor-
tant facet is metadata management software: tools that streamline 
the tedious process of annotating data with a description of what the 
bits mean, which instrument collected them, which algorithms have 
been used to process them and so on — information that is essential 
if other scientists are to reuse the data effectively. 

Also necessary, especially in an era when data can be mixed and 
combined in unanticipated ways, is software that can keep track of 
which pieces of data came from whom. Such systems are essential if 
tenure and promotion committees are ever to give credit — as they 
should — to candidates’ track-record of 
data contribution.

Who should host these data? Agencies 
and the research community together 
need to create the digital equivalent 
of libraries: institutions that can take 
responsibility for preserving digital data and making them accessible 
over the long term. The university research libraries themselves are 
obvious candidates to assume this role. But whoever takes it on, data 
preservation will require robust, long-term funding. One potentially 
helpful initiative is the US National Science Foundation’s DataNet 
programme, in which researchers are exploring financial mecha-
nisms such as subscription services and membership fees. 

Finally, universities and individual disciplines need to undertake a 
vigorous programme of education and outreach about data. Consider, 
for example, that most university science students get a reasonably 
good grounding in statistics. But their studies rarely include anything 
about information management — a discipline that encompasses the 
entire life cycle of data, from how they are acquired and stored to how 
they are organized, retrieved and maintained over time. That needs 
to change: data management should be woven into every course in 
science, as one of the foundations of knowledge.  ■

A step too far?
The Obama administration must fund human space 
flight adequately, or stop speaking of ‘exploration’.

After the space shuttle Columbia burned up during re-entry 
into Earth’s atmosphere in 2003, the board that was convened 
to investigate the disaster looked beyond its technical causes 

to NASA’s organizational malaise. For decades, the board pointed 
out, the shuttle programme had been trying to do too much with 
too little money . NASA desperately needed a clearer vision and a 
better-defined mission for human space flight.

The next year, then-President George W. Bush attempted to supply 
that vision with a new long-term goal: first send astronauts to build 

a base on the Moon, then send them to Mars. This idea immediately 
set off a debate that is still continuing, in which sceptics ask whether 
there is any point in returning to the Moon nearly half a century 
after the first landings. Why not go to Mars directly, or visit near-
Earth asteroids, or send people to service telescopes in the deep space 
beyond Earth?

Yet that debate is both counter-productive — a new set of rockets 
could go to all of these places — and moot, because Bush’s vision 
never attracted the hoped-for budget increases. Indeed, a blue-riband 
commission reporting to US President Barack Obama this week (see 
page 153) finds the organizational malaise unchanged: NASA is still 
doing too much with too little . Without more money, the agency won’t 
be sending people anywhere beyond the International Space Station, 
which resides in low Earth orbit only 350 kilometres up. And even the 
ability to do that is in question: Ares I, the US rocket that would return 

“Data management 
should be woven 
into every course in 
science.”
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“The rate of granule ripple movement on Earth and Mars”, 
Zimbelman et al., Icarus

night, and well above threshold throughout all of the daylight
hours (Fig. 2). The NCDC data documented that the strong winds
were consistently from an azimuth of between 190! and 230!
(measured clockwise from north) when the wind speed was above
threshold. Prior to conducting the survey along the recovered line,
one of us (RI) placed wire flags into the crests of several granule
ripples within !20 m of the survey line. When the surveying was
complete, we were surprised to see that a 3-cm-high granule ripple
had clearly moved in less than 2 h (Fig. 3a). A visit to the site the
following morning allowed us to document the movement of a
nearby 10-cm-high granule ripple over a period of 23 h (Fig. 3b).
By September 16, all of the flags on the smaller granule ripples
(such as in Fig. 3a) had fallen over due to the complete dispersal
of these granule ripples, but the flags remained in place in the lar-
ger ripples. Sand-induced failure of two digital cameras resulted in
the ripples shown in Fig. 3 being the only ones for which useful
rate information could be derived.

4. Results

The surveyed profile across three granule ripples near the loca-
tion of the flagged ripples was used to obtain accurate shape infor-
mation for the granule ripples (Fig. 4), which showed that the
average stoss slope was 10! and the average lee slope was 7! for
ripples !15 cm in height; each of the surveyed granule ripples
are reasonably symmetrical in shape. Comparison of the Septem-
ber 2006 survey to an April 2006 survey along the same line
showed consistent ripple shapes (suggesting continuity during
transport), but it was inconclusive for rate constraints due to a lack
of information about how many bedforms may have traversed the
line between surveys. The time-stamp on the digital images of the
flagged granule ripples provided accurate duration information;
the 3-cm-high ripple in Fig. 3a moved 2.1 cm in 109 min, and the
10-cm-high ripple in Fig. 3b moved 10.5 cm in 1380 min.

Jerolmack et al. (2006) provide an equation for the creep mass
flux (qc) of ripples, derived from Bagnold’s (1941) observations
on the rate of dune migration:

qc ¼ ð1$ pÞqcH=2 ð1Þ

where p is porosity, q is particle density, c is the ripple migration
rate, and H is the ripple height. Jerolmack et al. (2006) used their
observed average ripple migration rate of 0.04 m h$1

(=1.1 & 10$5 m s$1) obtained from staked 1-cm-high granule rip-
ples, porosity of 0.4, and particle density of 2630 kmm$3 to obtain
a creep mass flux at WSNM of 9 & 10$5 kg m$1 s$1 from Eq. (1). If
we assume the Jerolmack et al. (2006) particle density and porosity
values, then Eq. (1) gives creep mass flux values of 8 and
10 & 10$5 kg m$1 s$1 for the 3-cm-high and 10-cm-high GSDNPP
granule ripples, respectively. We interpret this favorable compari-
son to indicate that the saltation-induced granule creep flux condi-
tions at GSDNPP and WSNM were quite comparable.

Continuity of shape for the moving GSDNPP granule ripples
indicates that the advancing lee side of the ripple sweeps out a par-
allelogram. The area of this parallelogram is equal to the ripple
height times the horizontal length of the crest movement. The par-
allelogram produced by the advancing ripple lee face can be re-
lated to the volume of granules transported over the crest by
considering all values to be normalized per unit crest length. The
volume estimate assumes that the granules on the advancing lee

Fig. 2. Wind data for period that flags were in place on granule ripples at GSDNPP.
Light grey line indicates 5 m s$1, the saltation threshold wind speed at 1 m height.
The ripples shown in Fig. 3 were both flagged at 0 time on the plot. Data are from
the Alamosa airport, located 45 km SSW of study site, representative of a height
well above 1 m (from NCDC).

Fig. 3. Flagged granule ripple crests, GSDNPP. (a) Photo taken 109 min after flag was placed on crest, indicating 2.1 cm movement (to left) of the 3-cm-high ripple. Smaller
granule-coated ripples and sand ripples are in the background. Wind intensity ripped the flag material, which is 6.7 cm along the wire. JRZ, 9/15/06. (b) Photo taken 1380 min
after flag was placed on crest (of a different ripple than that shown in (a)), indicating 10.5 cmmovement (to right) of the 10-cm-high ripple. Flag material is 6.7 cm along wire.
JRZ, 9/16/06.
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night, and well above threshold throughout all of the daylight
hours (Fig. 2). The NCDC data documented that the strong winds
were consistently from an azimuth of between 190! and 230!
(measured clockwise from north) when the wind speed was above
threshold. Prior to conducting the survey along the recovered line,
one of us (RI) placed wire flags into the crests of several granule
ripples within !20 m of the survey line. When the surveying was
complete, we were surprised to see that a 3-cm-high granule ripple
had clearly moved in less than 2 h (Fig. 3a). A visit to the site the
following morning allowed us to document the movement of a
nearby 10-cm-high granule ripple over a period of 23 h (Fig. 3b).
By September 16, all of the flags on the smaller granule ripples
(such as in Fig. 3a) had fallen over due to the complete dispersal
of these granule ripples, but the flags remained in place in the lar-
ger ripples. Sand-induced failure of two digital cameras resulted in
the ripples shown in Fig. 3 being the only ones for which useful
rate information could be derived.

4. Results

The surveyed profile across three granule ripples near the loca-
tion of the flagged ripples was used to obtain accurate shape infor-
mation for the granule ripples (Fig. 4), which showed that the
average stoss slope was 10! and the average lee slope was 7! for
ripples !15 cm in height; each of the surveyed granule ripples
are reasonably symmetrical in shape. Comparison of the Septem-
ber 2006 survey to an April 2006 survey along the same line
showed consistent ripple shapes (suggesting continuity during
transport), but it was inconclusive for rate constraints due to a lack
of information about how many bedforms may have traversed the
line between surveys. The time-stamp on the digital images of the
flagged granule ripples provided accurate duration information;
the 3-cm-high ripple in Fig. 3a moved 2.1 cm in 109 min, and the
10-cm-high ripple in Fig. 3b moved 10.5 cm in 1380 min.

Jerolmack et al. (2006) provide an equation for the creep mass
flux (qc) of ripples, derived from Bagnold’s (1941) observations
on the rate of dune migration:

qc ¼ ð1$ pÞqcH=2 ð1Þ

where p is porosity, q is particle density, c is the ripple migration
rate, and H is the ripple height. Jerolmack et al. (2006) used their
observed average ripple migration rate of 0.04 m h$1

(=1.1 & 10$5 m s$1) obtained from staked 1-cm-high granule rip-
ples, porosity of 0.4, and particle density of 2630 kmm$3 to obtain
a creep mass flux at WSNM of 9 & 10$5 kg m$1 s$1 from Eq. (1). If
we assume the Jerolmack et al. (2006) particle density and porosity
values, then Eq. (1) gives creep mass flux values of 8 and
10 & 10$5 kg m$1 s$1 for the 3-cm-high and 10-cm-high GSDNPP
granule ripples, respectively. We interpret this favorable compari-
son to indicate that the saltation-induced granule creep flux condi-
tions at GSDNPP and WSNM were quite comparable.

Continuity of shape for the moving GSDNPP granule ripples
indicates that the advancing lee side of the ripple sweeps out a par-
allelogram. The area of this parallelogram is equal to the ripple
height times the horizontal length of the crest movement. The par-
allelogram produced by the advancing ripple lee face can be re-
lated to the volume of granules transported over the crest by
considering all values to be normalized per unit crest length. The
volume estimate assumes that the granules on the advancing lee

Fig. 2. Wind data for period that flags were in place on granule ripples at GSDNPP.
Light grey line indicates 5 m s$1, the saltation threshold wind speed at 1 m height.
The ripples shown in Fig. 3 were both flagged at 0 time on the plot. Data are from
the Alamosa airport, located 45 km SSW of study site, representative of a height
well above 1 m (from NCDC).

Fig. 3. Flagged granule ripple crests, GSDNPP. (a) Photo taken 109 min after flag was placed on crest, indicating 2.1 cm movement (to left) of the 3-cm-high ripple. Smaller
granule-coated ripples and sand ripples are in the background. Wind intensity ripped the flag material, which is 6.7 cm along the wire. JRZ, 9/15/06. (b) Photo taken 1380 min
after flag was placed on crest (of a different ripple than that shown in (a)), indicating 10.5 cmmovement (to right) of the 10-cm-high ripple. Flag material is 6.7 cm along wire.
JRZ, 9/16/06.
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slope are the primary contributor to the volume of the displaced
ripple (i.e. sand that settles between granules can be ignored).
The ripple in Fig. 3a then indicates a volume of transported gran-
ules of 3 cm (height) times 2.1 cm (crest movement) times 1 cm
(per unit crest length) = 6.3 cm3, and the ripple in Fig. 3b indicates
a transported volume of 10 cm ! 10.5 cm ! 1 cm = 105 cm3. These
volumes represent the granules that were transported across each
cm of ripple crest in 109 and 1380 min, respectively. The trans-
ported volume and duration then give 0.058 cm3 per minute and
0.076 cm3 per minute of granules crossing the crest of the ripples
shown in Fig. 3a and b, respectively, per cm of crest length.

Granule transport across a ripple crest can be expressed as the
number of representative granules moved across a unit crest
length per unit time. The granules at GSDNPP are unimodal in size
distribution, with a peak abundance (54 wt.%) between the sizes of
"0.5 and "0.75 phi, corresponding to diameters of 1.41 to
1.68 mm (from Fig. 22C of Ahlbrandt, 1979). If the granules are
considered to be spherical and 1.5 mm in diameter, then a single
granule has a volume of #1.8 ! 10"3 cm3. Longwell et al. (1969,
p. 236) gives porosity ranges for sand and gravel as 30–46% and
20–40%, respectively, with median values of 38% for sand and
30% for gravel. If we assume 35% porosity for granule particles,
then the volumes determined above translate to 21 and 27 gran-
ules per minute crossing each cm of the ripple crest length for
the ripples in Fig. 3a and b, respectively. These estimates are con-
sistent with visual observations of tens of granules moving in short
hops up the stoss side of a ripple during periods of tens of seconds.
The similarity of the two numbers suggests that the sand flux con-
ditions, which moved the granules through impact creep, were
comparable over the entire time period represented by the flagged
observations, but the potential variability of the wind during the
two periods of observation should be evaluated.

The NCDC wind data (Fig. 2) corresponds to the total time per-
iod covered by the two flagged ripples (both crests were flagged at
time = 0). It does not seem reasonable to use these wind data for
detailed flux calculations at GSDNPP since they represent the wind
at a site 45 km from the granule ripple location. However, a general
assessment can be made of wind strength during the two periods
covered by the photographed ripples. The NCDC wind strength val-
ues were summed over both periods and divided by the duration,
giving average wind speeds during the two periods of observation
of 9.3 and 8.9 m s"1 (for a height well above 1 m) for the 109 and
1380 min durations covered by the ripples in Fig. 3a and 3b,

respectively. While this result cannot be taken to indicate equiva-
lent sand flux conditions throughout the entire duration of both
time periods, the comparable average wind speeds for both periods
is supportive of the similar volumes and numbers of granules
moved during both periods. Both documented ripples are therefore
indicative of #24 granules per minute (per cm crest length) being
driven across the ripple crest by wind that averaged #9 m s"1 (at a
height well above 1 m), which is #1.8 times the saltation threshold
wind speed for sand. Sediment transport rates scale non-linearly
with fluid velocity, but with only two observation points, use of
the average number of granules moved across both ripple crests
seems preferable to trying to estimate a meaningful standard devi-
ation. The value of 24 granules per minute crossing each cm of rip-
ple crest also can be expressed in units equivalent to the creep
mass flux (Eq. (1)) by assuming spherical granules 1.5 mm in diam-
eter and the Jerolmack et al. (2006) particle density, which gives a
mass flux of 1.9 ! 10"4 kg m"1 s"1, within a factor of two of the
creep mass flux calculated above.

5. Application to Mars

The Opportunity rover on Mars observed many large ripples on
the plains of Meridiani Planum (see Fig. 1), with Microscopic Ima-
ger evidence that most of the large ripples are coated with hema-
tite-enriched 1–2 mm particles (Sullivan, 2005; Weitz et al., 2006).
Stereo Panoramic Camera images from Opportunity on sol 794 (in
the immediate vicinity of the ripples shown in Fig. 1) provided
measurements of a typical ripple height of #25 cm, and ripple sur-
face slopes of #5–10!, comparable to the slopes measured on large
granule ripples at GSDNPP (Fig. 4). The GSDNPP results for granule
ripple movement can be related to potential granule ripple move-
ment on Mars through consideration of the differing conditions on
the two planets. Atmospheric density, acceleration of gravity, and
friction speed (or shear velocity) on Earth and Mars differ by fac-
tors of 79, 2.7, and 0.14 (for threshold friction speed), respectively,
expressed as Earth values divided by Mars values; values for atmo-
spheric density and acceleration of gravity are from Lodders and
Fegley (1998, pp. 128, 160, 190, 192), and threshold friction speed
are from Greeley and Iversen (1985, p. 53). Sand flux is directly
proportional to both atmospheric density and the cube of the fric-
tion speed, and it is inversely proportional to the acceleration of
gravity (Bagnold, 1941, p. 66). Consequently, sand flux on Mars
should be #12! the sand flux on Earth once saltation commences.
The GSDNPP granule movement rate then translates to #290 gran-
ules per minute (per cm crest length) across the ripple crest under
continuous wind above threshold. Almedia et al. (2008) recently
derived threshold friction speeds for Earth and Mars of 0.26 and
1.12 m s"1, respectively, through directly solving the motion of
particles through a fully developed turbulent wind field; the ratio
of these fully turbulent threshold friction speeds is 0.23, which re-
sults in a sand flux on Mars #2.6! the sand flux on Earth once sal-
tation commences. The GSDNPP granule movement rate then
corresponds to #63 granules per minute (per cm crest length) on
Mars using the Almedia et al. (2008) threshold friction speed
values.

The derived granule movement rate for Mars can be used to
estimate how long it could take to produce movement of a granule
ripple on Mars. For a 25-cm-tall granule-coated ripple like those
seen at Meridiani Planum, if the ripple crest moved 1 cm, then
25 cm3 of granules moved across each centimeter of the crest.
For 1.5-mm-diameter spherical granules and 35% porosity (as
was assumed for the GSDNPP calculation), this volume corre-
sponds to #9000 granules moved across each centimeter of crest
length. The Mars granule rate derived above indicates that trans-
port of 9000 granules across each centimeter of the ripple crest

Fig. 4. Topographic profile surveyed across three large granule ripples at GSDNPP (a
local slope of 1.5! has been removed). The surveyed ripples are part of an extensive
granule ripple field; the surveyed ripples are #20 m WNW of the flagged granule
ripples (Fig. 3) along the margin of the granule ripple field. Vertical exaggeration is
26.6!.
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“Machine cataloging of impact craters on Mars”, Stepinski et al., 
Icarus

(or semi-automatic) pattern recognition in data (Witten and Frank,
2000). In our context data is the list of crater candidates and we are
focusing on classification learning (also known as supervised learn-
ing)—a scheme that ‘‘learns” how to classify crater candidates into
either a crater class or a non-crater class from a set of previously
classified examples (called a training set). Each crater candidate
has been assigned a list of numerical attributes (see the previous
sub-section). We use these attributes to derive a shorter list of clas-
sification attributes fD; d; d=D;m2;m3; classg for use by the ma-
chine-learning algorithm. Here D is candidate’s diameter, d is its

depth, m2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2
2 þ b2

2

q
describes elongation of candidate’s planar

shape, and m3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2
3 þ b2

3

q
describes its lumpiness. The last attri-

bute, class, is set to 0 for all unclassified candidates. In classified
data class ¼ 1 indicates a crater and class ¼ 2 indicates a non-crater
feature.

Because a crater’s morphology depends on its size we have ac-
quired three different training sets, one for crater candidates iden-
tified in Ck1 , second for crater candidates identified in Ck2 , and the
third for crater candidates identified in CkPk3 . The training sets are
constructed iteratively. First a relatively small number of crater
candidates is hand-labeled by a human expert and a classifier is
built based on this initial training set. This classifier is then applied
to all crater candidates in a given site and the results are visually
reviewed and corrected if necessary. The corrected results consti-
tute a new, much larger training set. This procedure is repeated
for a number of sites. At present our three training sets contain
5970, 1010, and 431 examples, respectively. These training sets
exemplify types of craters found in the eight test sites, and can
be used for classification of crater candidates on in all similar
surfaces.

We use decision trees to encapsulate data patterns present in
our training sets. Decision trees are calculated using the C4.5 learn-
ing algorithm (Quinlan, 1993) as implemented in the software
package WEKA (Witten and Frank, 2000). Fig. 2 (right) shows a

decision tree constructed by the C4.5 algorithm on the basis of
431 examples in the CkPk3 training set. The tree has 15 nodes and
8 leaves (terminal nodes). Feeding this tree with an unlabeled cra-
ter candidate detected in CkPk3 layers determines whether the can-
didate is a crater (terminal nodes denoted by 1) or non-crater
feature (terminal nodes denoted by 2) with expected accuracy of
89%. Accuracy is measured using 10-fold cross-validation method
(Kohavi, 1995). Fig. 2 (left) shows a decision tree constructed on
the basis of 1010 examples in the Ck2 training set. The tree has
25 nodes and 13 leaves; its expected accuracy is 90.1%. Finally, a
decision tree constructed on the basis of 5970 examples in the
Ck1 training set (not shown here) has 59 nodes and 30 leaves, its
expected accuracy is 96.2%. Applying the machine-learning algo-
rithm to the Tisia Valles site (see Fig. 1) eliminates 10 objects from
the list of crater candidates resulting in identification of 31 craters.

2.3. Cross-reference with the Barlow catalog

Cross-referencing craters identified by the AutoCrat with cra-
ters in the Barlow catalog is desirable not only for evaluation pur-
poses but also for greater utility of the generated catalog. The
locations of craters in the Barlow catalog are based on the MDIM
1.0 standard. However, the coordinates based on MDIM 1 differs
from the coordinates based on the present, MDIM 2.1 standard
due to improvements in geodetic control and changing definitions
of cartographic parameters. Thus, using crater coordinates as given
in the Barlow catalog, misplaces the crater on the modern map.
Worse, the shift is not systematic making machine correction of
coordinates in the Barlow catalog difficult. In order to cross-refer-
ence craters identified by the AutoCrat with craters in the Barlow
catalog we have designed a semi-automatic procedure to correct
coordinates of craters in the Barlow catalog. First a number of pairs
of ‘‘control craters” are manually chosen for a given site. A pair of
control craters consists of an entry from the Barlow catalog and an
entry from our catalog that are judged to correspond to the same

Fig. 1. Identification of crater candidates from topographic data. (Left) Topography of the Tisia Valles site on Mars. (Center left) Three optimized landscapes (layers)
corresponding to k1, k2 and k3, respectively. (Center right) Unexpanded depressions identified in the first three layers. (Right) Expanded depressions that passed the verification
test.
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Fig. 3. Craters identified by the AutoCrat system in the Terra Cimmeria 1 site (top left), the Terra Cimmeria 2 site (bottom left), the Terra Cimmeria 3 site (top right), and the
Terra Cimmeria 4 site (bottom right). The background shows the topography; high-to-low areas are depicted by dark-to-light grays.

Fig. 4. Craters identified by the AutoCrat system in the Hesperia Planum site (left) and the Sinai Planum site (right). The background shows the topography; high-to-low areas
are depicted by dark-to-light grays.

Fig. 5. Craters identified by the AutoCrat system in the Amazonis Planitia site (left) and the Olympica Fossae site (right). The background shows the topography; high-to-low
areas are depicted by dark-to-light grays.
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dynamics, e.g., with it Kieffer (1984) showed that the plume com-
position of Old Faithful Geyser in Yellowstone can be calculated
from measured reservoir pressure and conditions. With this
assumption, a vertical line connecting the reservoir conditions to
the final conditions represents the thermodynamic path and the
I/V ratio at all states; irreversible effects would increase the entro-
py, and the amount of vapor, of the final state.

On the liquid–water boiling side of the phase diagram (analo-
gous to terrestrial hot springs or geysers), two end conditions for
boiling are shown. A–A0 represents decompression of a liquid res-
ervoir initially at 273 K (612 Pa pressure) with the formation of a
mixture of vapor and frozen liquid droplets (ice). B–B0 represents
decompression of a much higher high-temperature liquid from
critical point, with the formation of a boiling mixture of liquid plus
vapor. This mixture then freezes to a mixture of ice plus vapor
when the temperature drops below the freezing point. In both
cases, the I/V ratio is large compared to the value of 0.1–0.2 dis-
cussed above: the mass ratio I/V is 7.0 at A0 and 1.4 at B0. A similar
conclusion led to speculation that if boiling is occurring, ice is left
behind in the reservoir or falls back out of the plume near the exit
plane (Porco et al., 2006).

On the vapor side of the phase diagram (analogous to terrestrial
fumaroles), two isentropic processes representing recondensation
from a sublimated vapor are shown. The sublimated vapor is rep-
resented by the reservoir conditions C and D, and recondensation
occurs along the isentropic decompression paths. Decompression
of vapor from triple point conditions, C–C0, produces a mass frac-
tion I/V ! 0.35, and from D–D0, I/V ! 0.13. Both values are less than
the reported estimates of I/V = 0.42 by Porco et al. and the value for
the colder reservoir D–D0 is the range of our recalculated and pre-
ferred values of I/V 6 0.2.

Our calculation shows that any isentropic depressurizing pro-
cess between C–C0 and D–D0 has enough enthalpy trop to acceler-
ate the fluid to get the Enceladus escape velocity of 239 m s"1.
Under ice–vapor equilibrium condition, the enthalpy drops from
C to C0 and D to D0 are 889 kJ kg"1 and 390 kJ kg"1, respectively,
corresponding to an upper limit velocities of 1333 and 883 m s"1.

Under non-equilibrium condition where an isentropic metastable
expansion of vapor occurs (Lu and Kieffer, 2009, p. 457–459), the
enthalpy drop can be determined by assuming that the vapor ex-
pands isentropically and obeys the ideal gas law. In this case,
decompression from 220 to 190 K has an enthalpy drop of
55 kJ kg"1, corresponding to an upper limit velocity of 332 m s"1,
while decompression from 273 to 190 K produces a velocity of
553 m s"1, with enthalpy drop of 153 kJ kg"1.

We have addressed the original misconception that sublimation
is not permitted by the thermodynamics and that there must be
liquid water at shallow depths. At first glance, there appears to be a
contradiction between our conclusion that sublimation is permitted
and that of the more recent work of Schmidt et al. (2008) that there
is a liquid water reservoir at shallow depths. Their kinetic model
hinges on the density of the gas phase, and in the pure H2O system
of their analysis, the density of the gas is too low unless the temper-
ature of the reservoir is close to the triple point. However, this
argument does not allow for the role that the non-condensible gases
(CO2, CH4, N2) play in determining total pressure and density and
therefore underestimates their possible contribution to lofting of
particles. The criticism of Brilliantov et al. (2008) also makes this
sameassumption about a single-component systemand is therefore
not necessarily appropriate to a multicomponent system.

To summarize, although the I/V ratio is sensitive to particle
sizes and size distributions, the masses of ice (I) and vapor (V)
are not comparable in any scenario constrained by available obser-
vations. The recalculation of I/V from the published data shows
that there is almost an order of magnitude less ice than vapor in
the plume, rather than ‘‘comparable” amounts as initially reported.
In the single-component H2O system that was analyzed by Porco
et al. (2006) the thermodynamic analysis shows that the measured
values of I/V can be obtained from sublimation processes. In that
system, the I/V ratio alone provides no compelling reason to postu-
late a near-surface liquid water reservoir. The sublimation/recon-
densation process should not have been ruled out by the I/V
measurement, and variations of the sublimation model—such as
the ice-rich clathrate models (Kieffer et al., 2006; Halevy and
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Fig. 1. Temperature–entropy diagram for H2O. S = solid (ice), L = liquid and V = vapor. Combinations of these indicate the L + V, S + V and S + L two-phase fields. CP is the
critical point. Green lines are lines of constant pressure, and blue lines are lines of constant mass ratio: I/V denotes the ice/vapor ratio; L/V denotes the liquid/vapor ratio. Data
below "100 !C are extrapolated (dashed lines) from the lowest temperature measurements available. The thermodynamic paths A–A0 , B–B0 , C–C0 and D–D0 are discussed in
the text.
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